

View

Online


Export
Citation

CrossMark

JULY 05 2022

Effects of spatialized water-sound sequences for traffic
noise masking on brain activities
Jian Li; Luigi Maffei  ; Aniello Pascale; Massimiliano Masullo 

J. Acoust. Soc. Am. 152, 172–183 (2022)
https://doi.org/10.1121/10.0012222

 11 O
ctober 2023 02:30:29

https://pubs.aip.org/asa/jasa/article/152/1/172/2838285/Effects-of-spatialized-water-sound-sequences-for
https://pubs.aip.org/asa/jasa/article/152/1/172/2838285/Effects-of-spatialized-water-sound-sequences-for?pdfCoverIconEvent=cite
https://pubs.aip.org/asa/jasa/article/152/1/172/2838285/Effects-of-spatialized-water-sound-sequences-for?pdfCoverIconEvent=crossmark
javascript:;
javascript:;
https://orcid.org/0000-0003-4130-5065
javascript:;
javascript:;
https://orcid.org/0000-0002-0958-7536
javascript:;
https://doi.org/10.1121/10.0012222
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2062282&setID=592934&channelID=0&CID=746302&banID=520961806&PID=0&textadID=0&tc=1&scheduleID=1988200&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fjas%22%5D&mt=1696991429632825&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Fasa%2Fjasa%2Farticle-pdf%2F152%2F1%2F172%2F16525868%2F172_1_online.pdf&hc=f7cef663f89020db24d8807f4bad2733d153d7ff&location=


Effects of spatialized water-sound sequences for traffic noise
masking on brain activities

Jian Li, Luigi Maffei, Aniello Pascale, and Massimiliano Masulloa)

Department of Architecture and Industrial Design, Universit�a degli Studi della Campania “Luigi Vanvitelli,” Aversa CE 81031, Italy

ABSTRACT:
Informational masking of water sounds has been proven effective in mitigating traffic noise perception with different

sound levels and signal-to-noise ratios, but less is known about the effects of the spatial distribution of water sounds

on the perception of the surrounding environment and corresponding psychophysical responses. Three different

spatial settings of water-sound sequences with a traffic noise condition were used to investigate the role of spatializa-

tion of water-sound sequences on traffic noise perception. The neural responses of 20 participants were recorded by

a portable electroencephalogram (EEG) device during the spatial sound playback time. The mental effects and atten-

tion process related to informational masking were assessed by the analysis of the EEG spectral power distribution

and sensor-level functional connectivity along with subjective assessments. The results showed higher relative power

of the alpha band and greater alpha-beta ratio among water-sound sequence conditions compared to traffic noise con-

ditions, which confirmed the increased relaxation on the mental state induced by the introduction of water sounds.

Moreover, different spatial settings of water-sound sequences evoked different cognitive network responses. The set-

ting of two-position switching water brought more attentional network activations than other water sequences related

to the information masking process along with more positive subjective feelings.
VC 2022 Acoustical Society of America. https://doi.org/10.1121/10.0012222
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I. INTRODUCTION

A. Water sound and noise masking

Although conventional noise mitigation methods focus on

constraining noise sources and their transmission by sound

insulation and absorption techniques in noisy environments,1,2

the soundscape approach develops alternative solutions, opti-

mizing the sonic environment’s relationship and human per-

ception. Numerous studies have demonstrated the viability of

introducing natural sounds (e.g., water sound and bird songs)

into noisy urban environments for masking traffic noise.3–6

The masking effect of water sound on noise perception

can be achieved on the sensation level, namely, “energetic

masking” and perception level, namely, “informational

masking.”7 Many studies have tested various water sounds at

different signal-to-noise ratios (SNRs) to optimize the sound-

scape quality and desired sound levels to set the water sounds

playback.5,8 However, research about the effects of the spatial

distribution of water sound on noise masking are limited.

Several studies have shown the influence of spatial variation of

urban space on perceived sound quality and emotional feel-

ings.9,10 Hong et al. explored the effects of spatial separations

between target noise and water sound on perceived loudness of

target noise (PLN) and overall soundscape quality (OSQ)

through laboratory experiments. The results indicated that the

effects of spatial separations between traffic noise and water

sound were significant in PLN and OSQ. Specifically, the PLN

increase at 135� separation was equivalent to an estimated tar-

get noise level increment of �1–2 dB. Moreover, the OSQ

decrease, at 135� and 180� separations, was equivalent to an

estimated target noise level increase of �2–5 dB.11

For real-life applications, some researchers and design-

ers have recently devoted themselves to introducing sound

installations, such as sound screens and loudspeakers, into

urban parks as practical measures for noise control.12,13

Masullo et al. used immersive virtual reality technology to

investigate the effects of combining audio and visual ele-

ments of installations with water features on traffic noise

mitigation in urban green parks. They confirmed that the

informational masking with water sounds at levels 3 dB

lower than the road traffic background noise (BGN)

improved the subjective perception of the environmental

quality of urban parks. Moreover, installations with water

features improve their restorativeness on escaping and fasci-

nation components.14 However, the influences of the spatial

arrangement of those installations are barely investigated.

B. Electrophysiological measurement
and methodology

Compared to the post hoc oral reports of sonic environ-

ments, many of the advantages of electrophysiological mea-

surement of human responses are objective and reliable to

the external environments. Various studies have investigated

the neural effects of different urban spaces, including greena)Electronic mail: massimiliano.masullo@unicampania.it
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space,15,16 indoor environments,17–19 and contemplative

landscape,20 with their soundscape qualities on the human

mind and mental health through electroencephalogram

(EEG) measurements. Those studies have tried to connect

the positive effect of natural elements with the patterns of

the alpha band, which was considered a neural indicator of

relaxation and comfort state. However, rather than changes

of the alpha band, changes from the theta,18 beta,16,17,19,20

and gamma bands19 were observed. Li et al. compared the

soundscape components and EEG reactions in typical moun-

tainous urban parks. The results showed that the relative

power of the alpha band was more evident at the birdsong-

dominant site than at the traffic-noise-dominant site under

the audio-only and audio-visual conditions. Besides, more

restorative EEG reactions were found within the audio stim-

uli than within the audio-visual stimuli.21

Electrophysiological measures are not only used as neural

indicators of sonic environments. They can also provide

spatial-temporal information about the procedure of auditory

attention and noise masking. Most of those studied focused on

speech processing in a multi-speaker environment. T�oth et al.
compared the whole-brain functional networks underlying the

process of focusing attention on a single speech stream with

dividing attention between two streams. The results showed

that focusing attention on a single speaker compared to divid-

ing attention between two concurrent speakers was predomi-

nantly associated with connections involving the frontal

cortices in the delta (0.5–4 Hz), alpha (8–10 Hz), and beta

bands (13–30 Hz), whereas dividing attention between two

parallel speech streams was linked with stronger connectivity

involving the parietal cortices in the delta and beta frequency

bands.22 Szal�ardy et al. used functional connectivity of EEG

signals between different brain regions to investigate the neu-

ronal correlates of informational and energetic masking in a

multi-talker situation. They found energetic masking was pre-

dominantly associated with a stronger connectivity between

the frontal and temporal regions at the lower alpha and gamma

bands, and informational masking was associated with a dis-

tributed network between parietal, frontal, and temporal

regions at the theta and beta bands.23 This methodology pro-

vides the potential to interpret the fundamental mental pro-

cesses induced by the mask sounds in noisy environments

regarding acoustic comfort, health, and well-being to enable

policymakers and designers to extrapolate solid results.

C. Research purpose

This paper used water-sound sequences with different

spatialization settings to investigate their effects on masking

road traffic noise (RTN). This was performed through EEG

measurements, which provided more insight into the overall

mental state assessment and brain network changes of cogni-

tive processes referring to attention control when using the

spatialization sequences of water sound for the informational

masking of noise. The results will also provide us with more

thoughts about workable measures of urban design for noise

mitigation.

II. MATERIALS AND METHODS

A. Experimental design

A within-subjects experimental design was used. The

independent variable was the spatialization of the water

sounds. Four levels of spatialization were defined: frontal

position-fixed water sound (FPW), a two-position switching

water sound (TSW), a four-position-randomized moving

water sound (FMW), and an empty water sound, all of

which combined the RTN on the frontal position as back-

ground. The two-position pair of TSW included four differ-

ent settings: frontal-left pair, frontal-right pair, back-left

pair, and back-right pair (only adjacent positions were con-

sidered for avoiding the distance differences of two-position

pairs). The dependent variables were the neural signals

obtained by a wearable device during each condition. The

study hypothesized that a structural, spatial representation of

water sounds in a noisy environment would produce more

positive subjective feelings and better efficiency on informa-

tional masking than the fixed location water sound, leading

to decreased mental stress and increased restorative quali-

ties. The results obtained from the neural signals were also

compared with those obtained by self-reported question-

naires about the perceived characteristics of the sound envi-

ronment and with those based on the emotional saliency.

B. Sound materials

The sound sources included a 3-min traffic noise,

recorded with a Zoom H6 Hand-Recorder device (Zoom

North America, New York) and a Soundfield SPS200 micro-

phone [SoundField Ltd., Sydney, Australia; A-weighted

equivalent continuous sound level, LAeq, 65 dB(A)] as BGN,

and a 5 s water stream sound, recorded by the same device

with a RØDE NTG-2 microphone (RØDE, Sydney,

Australia). To optimize the effect of the water sound-based

informational masking, the sound level of the water stream

sound was set at �3 dB3,5,24,25 with respect to the background

traffic noise (SNR ¼ �3 dB). Water stream sound was used to

create 3-min-long soundtracks (A/B) for spatial sound repro-

duction. The soundtracks combined repeated 5 s of water

stream sound with 2 s of fade-in and fade-out, alternating

between positions with 2 s of overlap [see Figs. 1(a) and 1(b)].

They were played back within the Sens i-Lab of the

Department of Architecture and Industrial Design of the

Universit�a degli Studi della Campania “Luigi Vanvitelli”

through the Astro Spatial Audio (Astro Spatial Technologies

BV., Odiliapeel, Netherland), an object-based audio system

which drives 25 Adorn A55 Martin Audio and 2 Sx110

Martin Audio (Martin Audio Ltd., London), and rendered by

SARA II Premium Rendering Engine (Astro Spatial

Technologies BV., Odiliapeel, Netherland). This audio system

uses the wave field synthesis principles to reproduce the sound

emitted by audio objects, point source, or plane front (called

plan wave) in the listening area of the room.26–28 Both of the

previous audio objects were used for the playback: the plane

wave object, reproducing the RTN, and the point source
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objects, reproducing the water sounds [see Figs. 1(c) and

1(d)].

FPW was set as a fixed position of water sound in the

frontal position with RTN as background. As for TSW set-

tings, four two-position pairs were defined: the frontal-right,

right-back, back-left, and left-front. The distance between

each position soundtrack up to the subject was the same as

that for FPW. For FMW, the pseudo-random routine of the

water sound selected from the four-position (frontal/back/

left/right) was defined at the ASA application (see Table I).

The experimenter controlled the order of these sound

sequences via browser-based GUI during the listening test.

The listener was sitting at the center of the test room of

the Sens i-Lab [see Fig. 1(c)] at about 3.5 m from the posi-

tion of the virtual sound sources. The audio stimuli at listen-

ers were recorded using a dual channel system Sympnonie

(01 dB, Limonest, France) and an Mk1 Cortex manikin (01

dB, Limonest, France). They reproduced realistic auditory

scenarios of about 57 dB(A), similar to those measured

inside an existing urban park.24 The audio stimuli were then

imported and analyzed with the software Artemis Head

Acoustics (HEAD acoustics GmbH, Herzogenrath,

Germany). In Fig. 2, the spectrograms of the left and right

channels at the dummy head were reported for all of the

sounds spatialization conditions of the experiment.

The self-reported questionnaire was used to collect partic-

ipants’ subjective responses to objective and emotional aspects

of the sound environment. In particular, the first part of the

questionnaire was focused on assessing general characteristics

of the sound environment, including naturalness,13,29,30

mechanicalness,13,30 smoothness,29 rhythmicalness,31 spa-

ciousness,32 and familiarity,33 whereas the second investi-

gated the emotional saliency of sounds.34 The latter part of

the questionnaire combines items derived from the circum-

plex model of soundscape perception33,35 with others focused

on the emotional feeling of the sound environment.

C. Procedure

Twenty subjects gave informed consent and were

instructed to sit in the center of the test room to be immersed

in virtual sound environments. Before the formal experi-

ment, the subject filled out two pages of the initial question-

naire, which contained basic information such as age

[average, 30 years old; standard deviation (SD), 5.90],

gender (male, 12; female, 8), working environment,

Weinstein noise sensitivity scale36,37 (average score, 3.73;

SD, 0.50), and personal well-being scale38,39 (average score,

53.78; SD, 12.59). After wearing the portable EEG device

and passing the impedance check of EEG electrodes, the

FIG. 1. (Color online) (a) The soundtracks’ composition, where the numbers 0–5 indicate the virtual positions of active sound. (b) The temporal combination

of the original soundtracks is depicted, where A/B were water soundtracks and BGN was the background noise. (c) A two-dimensional layout with virtual

sound sources and loudspeakers and (d) a three-dimensional layout with physical loudspeakers of Sens i-Lab are shown.

TABLE I. Composition of the sound stimuli. The red line indicated the positions of the BGN source and the blue circles the position of the water stream

sound sources.

Conditions RTN FPW FMW TSW

Sources and layout

Point source

Plan source
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subject was asked to listen to five sequences with a comfort-

able sitting position and eyes open in the predefined bal-

anced order (two TSW conditions were randomly selected

from the four TSW conditions, considering that the recom-

mended duration of the entire EEG test should be less than

30 min in the case of the signal-noise-rate losing, caused by

the effect of discomfort and fatigue40) Each sequence lasted

3 min. Next, the subject must fill out the questionnaire,

including the perceived contents and his/her feelings about

each sound based on previous works.13,29–34 After finishing

the questionnaire, the subject informed the experimenter to

play the following sound sequence. Finally, the subject took

a 1-min rest with his/her eyes closed. The neural activities

during this period were used for baseline correction for EEG

analysis.

During the whole process, the brain data of each subject

were continuously recorded by a DSI-24 wireless EEG

headset (Wearable Sensing Ltd., San Diego, CA) with

FIG. 2. (Color online) The spectrograms of the sound stimuli at the listener position are depicted.

FIG. 3. (Color online) The EEG headset, setup, and electrodes layout. (a) The top-view and frontal-view of DSI-24 headset, (b) the EEG setup for the

recording, and (c) the EEG electrodes layout are shown.
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20 dry electrodes signals referenced to the Pz electrode at

locations corresponding to the 10–20 international system

(see Fig. 3). The light and temperature in the laboratory

were kept constant during the test. The EEG data were sam-

pled at 300 Hz and streamed from the measurement device

to the recording laptop using the Lab Recorder application

based on the Lab Streaming Layer protocol (Swartz Center

for Computational Neuroscience, San Diego, CA) to syn-

chronize the neural data with sound sequences. The Ethical

Committee for Scientific Research of the department

approved the protocol.

D. Data preprocessing

The continuous EEG data were imported into MATLAB

and the EEGLAB toolbox and preprocessed using the auto-

mated PREP pipeline for data cleaning.41,42 The data of two

subjects were excluded because of less clean data (both of

the percentages of invalid data were higher than 50%, and

the average of the valid data was 87.06%). Then, a 1–45 Hz

bandpass filter was applied. After re-referencing the EEG

signal to the average (except for A1 and A2 mastoid electro-

des), their independent components were calculated using

the Infomax algorithm. Eye-blink and ocular movement arti-

facts were deleted based on the standard topographic pro-

files of the individual components and distinctive temporal

pattern. After the removal of eye movement artifacts, the

EEG data during each sound’s perception were extracted.

E. EEG spectral analysis

The cleaned EEG data were analyzed using MATLAB

and the FieldTrip toolbox.43 Time-frequency-resolved activ-

ity was obtained using the multitaper method (4 cycles

width) based on Hanning sequences between 1 and 45 Hz

(stepsize, 1 Hz), from which the average powers of each fre-

quency band (delta band was defined as the range of 1–4 Hz;

theta band, 4–8 Hz; alpha band, 8–13 Hz; beta band,

13–30 Hz; low-gamma band, 30–45 Hz) were derived (see

Table II). The interested electrodes were divided into five

regions: the frontal (Fp1, Fp2, F3, and F4), left temporal

(F7, T3, and T5), central (Cz, C3, and C4), right temporal

(F8, T4, and T6), and posterior regions (P3, P4, O1, and

O2), respectively.

The relative power of each given band/sum of power

from 1 to 45 Hz was calculated by

RP f 1; f 2ð Þ ¼ P f 1; f 2ð Þ=P 1; 45ð Þ
� �

100;

where P(�) indicates the power, RP(�) indicates the relative

power, and f1 and f2 indicate the low and high frequency,

respectively. The relative power for each band and power

ratios for different frequency bands were averaged in each

region. The ratios of power for different frequency bands in

each electrode were also computed for possible pairs of fre-

quency bands, such as P(theta)/P(alpha) and P(alpha)/

P(beta).

F. EEG sensor-level connectivity analysis

EEG connectivity analysis could be conducted at the

sensor-level or source-level for network analysis. Sensor-level

connectivity helps us understand the temporal changes of func-

tional networks of the brain in a regional scale (referring to

frontal, occipital, parietal, and temporal lobes), but the infor-

mation of precise neuroanatomy locations of those connectiv-

ity changes requires source-level analysis. Sensor-level

connectivity analysis was used in our study as for the connec-

tivity changes of the brain regional network were the main

points in our study, and it also ensured the analysis reliability

as the recommended number of electrodes for source-level

connectivity analysis should not less than 32.46 The 3-min

EEG data during each sound’s condition were epoched by 7 s

fixed length and analyzed by the MNE toolbox using the spec-

tral connectivity algorithm.47 The spectral connectivity was

computed for the debiased weighted phase lag index (dwPLI).

The dwPLI is a debiased estimator of the squared weighted

phase lag index (wPLI) developed by Vinck et al., correcting

for sample-size bias in phase-synchronization indices.48

III. RESULTS

A. The subjective assessment

The results related to the objective descriptors of each

sound environment (naturalness, mechanicalness, smooth-
ness, rhythmicalness, spaciousness, and familiarity) were

analyzed. Two main differences were found between the

four conditions. The subjects felt more familiar with traffic

noise rather than water sound conditions, and more rhythmic

features were detected from FMW and TSW conditions than

traffic noise [see Table III and Fig. 4(a)]. On the other hand,

the scores of adjectives items’ responses, including pleasant,
happy, stimulating, attractive, energetic, and calm were

TABLE II. The EEG oscillation classification and functions [base state

means a steady and population state with only spontaneous brain activities,

and response changes mean brain oscillation activity changes induced or

evoked by external events (Refs. 44 and 45)].

Brain oscillations Functions description

Delta band

(1–4 Hz)

Base state: Sleep, unawareness, deep-unconsciousness

Response changes: Gating mechanism of excitability of

neuronal network for sensory inputs

Theta band

(4–8 Hz)

Base state: Drowsiness, unconsciousness, mediative

state

Response changes: Working memory maintenance,

error processing

Alpha band

(8–13 Hz)

Base state: Wakeful rest, eye-closed

Response changes: Decrease of neuronal activity, cog-

nition inhibition;

Beta band

(13–30 Hz)

Base state: Normal wakeful consciousness,

concentration;

Response changes: Sensorimotor processing, high-level

cognitive process, decision-making

Gamma band

(>30 Hz)

Base state: Cognition dysfunctions, mental disorders

such as Alzheimer’s disease and schizophrenia

Response changes: Sensory perception integrating,

active neuronal processing of information
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averaged to compute the positive component of the emo-

tional saliency (ESþ). The results indicated the better

masking effect of TSW compared to that of the FPW

condition from the analysis of variance (ANOVA) post hoc
test (tTSW-FPW ¼ 3.02, p¼ 0.019). However, all of the water

sound conditions did not show significant improvement in

terms of ESþ cores compared to the RTN condition. To be

more specific, the main differences existed in three positive

emotional items, which included stimulating, happy, and

energetic (see Table III). FMW and TSW were more stimu-

lating and energetic than FPW rather than RTN, and TSW

was also felt to be happier than FPW rather than RTN. No

distinctions between the four conditions emerged in the neg-

ative component (ES-; averaged by the scores of boring,

unpleasant, nervous, weak, sad, and unattractive items).34

B. The relative powers and ratio indices

The relative power of the alpha band showed significant

differences between four conditions in the whole brain

[F(3,51) ¼ 9.43, p< 0.001; see Table IV and Fig. 5 for the

results of each region]. FPW and FMW had higher relative

powers of the alpha band than RTN in most of the brain

regions. The higher relative power of the alpha band of

TSW sound only occurred in the frontal and left regions

compared to the RTN condition [see Fig. 5(a) for post hoc
comparison]. The relative power of the theta band showed

differences between four conditions in the frontal region

from ANOVA results but no post hoc analysis differences.

The relative power of delta, beta, and gamma bands showed

no significant differences between the four conditions [see

Table IV and Fig. 5(a)].

The index of the theta-alpha ratio showed major differ-

ences between different conditions within each brain region

except for the frontal position (see Table V). From the post

hoc multiple pairwise statistical comparison, RTN ratios

were much higher than FPW, FMW, and TSW in the central

region and left region, and the same ratios of RTN were sig-

nificantly greater than FPW and FMW in the posterior

region and right region [see Fig. 6(a)].

The index of the alpha-beta ratio showed significant

changes between different conditions within each brain

region (see Table V). From the one-way ANOVA analysis,

the ratios of RTN were clearly lower than those of FPW,

FMW, and TSW in most of the regions except for the poste-

rior region. For the central region, FMW was significantly

greater than RTN, FPW and TSW [see Fig. 6(b)].

TABLE III. The ANOVA results of subjective assessments for four conditions. The asterisks indicate the significance (in boldface) level of the ANOVAs

results: *p< 0.05, **p< 0.01, and ***p< 0.001.

Objective descriptors Emotional saliency

Items F value p value Items F value p value Items F value p value

Natural 2.1273 0.1068 Pleasant 2.5421 0.0652 Unpleasant 0.8673 0.4634

Mechanical 0.0459 0.9868 Attractive 4.9667 0.0778 Unattractive 2.5417 0.06526

Smooth 0.1653 0.9193 Stimulating 6.4523 0.0008** Boring 2.6620 0.05658

Rhythmic 5.6859 0.0018** Happy 3.1435 0.0320* Sad 2.5818 0.0622

Spacious 1.4948 0.1415 Energetic 8.9109 0.0001*** Weak 1.5151 0.2204

Familiar 7.1856 0.0004** Calm 0.6577 0.5815 Nervous 0.3140 0.8152

ESþ 3.7700 0.0154* ES- 0.8113 0.4929

FIG. 4. (Color online) The line plots of the scores for sound evaluation scales (rating scales 1–7 for each item). Items related to (A) objective description,

(b) positive (ESþ) and negative components (ES-) of emotion saliency (Ref. 34) are shown.
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C. Sensor-level connectivity

The dwPLI connectivity results showed significant dif-

ferences between different conditions within local regions

across frequency bands. In the delta band, the main changes

were in the posterior position, whereas in the alpha band,

they differentiated in the central position. The differences of

the beta band and gamma band also existed in the frontal

position. The inter-regions connectivity metrics also illus-

trated crucial changes across frequency bands. In the delta
band, the connections in the frontal-central, frontal-poste-

rior, central-left, and central-posterior regions were signifi-

cantly distinct between the four conditions. In the alpha
band, the connections in the frontal-posterior and central-

left regions were significantly different. In the beta band, six

inter-regions had large differences, including frontal-right,

frontal-posterior, central-left, left-right, left-posterior, and

right-posterior inter-regions. In the gamma band, the main dif-

ferences of inter-network connectivity were only found in the

left-right and right-posterior regions (see Table VI for detailed

information).

From the post hoc analysis of delta band connectivity

data, the coherence of the local posterior region and most

inter-regions in the RTN condition were significantly

higher than those of the FPW, FMW, and TSW conditions

(see Table VII and Fig. 7). As for the alpha band connec-

tivity results, only the frontal-posterior connections of

TSW were much greater than those of FPW, FMW, and

RTN, the central-left connections of FPW and RTN were

clearly greater than those of FMW, and the local central

coherence of TSW was significantly higher than those of

FPW, FMW, and RTN (see Table VII and Fig. 7). Most of

inter-regions coherences of TSW and FMW conditions in

the beta band connectivity were higher than those of the

FPW and RTN conditions. The frontal-right coherence of

FPW was essentially lower than RTN. The local frontal

coherence of FPW in the beta band was significantly lower

than those of FMW, TSW, and RTN (see Table VII and

Fig. 7). Furthermore, gamma band connectivity data

showed the differences of RTN in the inter-regions net-

work. The left-right coherence of RTN was lower than

those of FPW, FMW and TSW, and similar results hap-

pened in the right-posterior region. The local frontal coher-

ence of FPW was much lower than that of RTN (see Table

VII and Fig. 7).

TABLE IV. The ANOVA results of the relative power of each frequency band for four conditions. The asterisks indicate the significance (in boldface) level

of the ANOVAs results: *p< 0.05, **p< 0.01, and ***p< 0.001.

Brain region

Delta Theta Alpha Beta Gamma

F value p value F value p value F value p value F value p value F value p value

Frontal 2.0151 0.1564 4.3206 0.0224* 5.1493 0.0212* 0.0545 0.9541 2.1269 0.1253

Central 1.8827 0.1670 0.9945 0.3927 3.9946 0.0234* 0.4476 0.6793 1.7992 0.1735

Left 0.9155 0.3781 1.7240 0.1991 8.4439 0.0033** 0.4295 0.6003 2.6691 0.0723

Right 0.3714 0.6490 1.9489 0.1722 4.7282 0.0144* 0.3259 0.6648 2.3101 0.0993

Posterior 0.8016 0.4301 1.6925 0.2043 5.4896 0.0093** 0.2847 0.6863 1.2515 0.2959

FIG. 5. (Color online) (a) The average relative power of alpha band across five regions between four conditions and (b) power spectrum of EEG across five

regions between four conditions with topography of the alpha band are depicted. The asterisks indicate the significance level of the post hoc ANOVAs

results: *p< 0.05, **p< 0.01, and ***p< 0.001.
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IV. DISCUSSION

A. Water sounds and mental effects

The subjective results showed that the spatial water

sound (including TSW and FMW conditions) was better

than fixed location water sound, but there was no water

sound effect of FPW compared to the RTN condition, which

was inconsistent with previous work.1–4,6 There were con-

troversial results referring to the overall effect of the tempo-

ral variability of water sound for traffic noise masking.4,5

The work of Coensel et al. indicated that low temporal vari-

ability of water sound reduced the loudness of RTN.4

Meanwhile, these studies also found that water sounds with

high temporal variability produced more pleasant feelings

than sounds with a steady-state character.5,25 Other that the

differences between FPW and RTN conditions in rhythmi-

calness and familiarity dimension, the spatial effects of each

sound could also induce the results. Because the spatial con-

figurations were the key factors in our study, the dynamic

aspects of subjective assessments (including energetic and

stimulating items) could be biased toward the spatial effects

(characterized by spacious) and undermine the temporal fac-

tors (characterized by rhythmic). It indicated a more compli-

cated relationship between temporal variability of water

sounds and the subjective feelings of the masking effect,

and the spatial variability should be also considered within

this relationship, which could give more ideas about future

studies.

From the EEG spectrum results, the increase in the rela-

tive power of the alpha band clearly indicated the enhance-

ment of neural relaxation caused by the introduction of water

sound in a traffic noise environment. Compared to the absence

of the alpha band changes of previous work,16,19,20 those

changes across the whole brain and between three water sound

conditions and RTN condition, were evident. This could be

related to more involvement of the default mode network

rather than the task-related network of the brain caused by the

less task engagements and more rest states in our experiment.49

The alpha-beta ratio, which was considered an index of mental

relaxation opposite to mental fatigue50 and mental stress,51 was

derived from the phenomenon that when mental stress level

increases, the beta activity in the brain also increases with the

decrement of alpha band power. The results of the alpha-beta

ratios confirmed the positive mental effect of the introduction

of water sound. The findings supported and extended previous

studies related to perceived restorativeness in urban parks52

and the natural environment.53

While the FMW condition induced similar reactions

with FPW in the spectral results of the alpha band, the TSW

condition seemed to produce the lowest relaxation effect on

traffic noise, which was contrary to the more positive sub-

jective results. Similiarly, the relative lower alpha-beta ratio

of TSW in sound conditions, especially the posterior region

related to visual perception, could indicate a more active

state of cognitive process involved in the TSW condition.

Some in situ and experimental studies had confirmed that

sound source visibility was an influencing factor on auditory

impression.54,55 As mentioned previously, in the study of Li

et al., the visual stimuli of audio-visual conditions were

associated with decreases in restorative EEG rhythm at traf-

fic-noise-dominant sites and birdsong-dominant sites com-

pared to audio-only conditions.21 Xu et al. found that the

noise annoyance ratings of road traffic were higher when the

sound source was visible.56 Similar to the spatial attention

TABLE V. The values of the ratio indices theta/alpha and alpha/beta for

four conditions. The asterisks indicate the significance (in boldface) level of

the ANOVAs results: *p< 0.05, **p< 0.01, and ***p< 0.001.

Brain

regions

Theta/Alpha Alpha/Beta

F value p value F value p value

Frontal 1.0532 0.3574 7.3588 0.0051**

Central 5.2319 0.0089** 4.6687 0.0103*

Left 6.5272 0.0058** 7.8942 0.0047**

Right 3.7535 0.0342* 3.6801 0.0227*

Posterior 3.7849 0.0243* 4.6140 0.0172*

FIG. 6. (Color online) The mean values of the theta-alpha (a) and alpha-beta (b) ratios across different regions between four conditions are depicted.
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implicitly involved in thoses study through visual cues, our

study explicitly strengthed the spatial representation of

water sound in the TSW compared to FPW condition, which

could bring more attention to the water sound and produce

similar EEG rhythm transfer. Therefore, the discussion

about the attentional network was necessary, and the investi-

gation of multisensory inputs were asked for future works.

The investigation of the theta-alpha ratio, often used as

the task load index, considered that an increase in mental

load was associated with a decrease in alpha power and an

increase in theta power.57–59 Our results showed that water

sound sequences were able to decrease the mental load of

traffic noise regardless of their spatial settings.

B. Spatialization and noise masking

Although several studies have shown the effect of spa-

tial variation on soundscape perception,9–11 the research

TABLE VI. The ANOVA results of the connectivity metrics of the intra- and inter-regions. The asterisks indicate the significance (in boldface) level of the

ANOVAs results: *p< 0.05, **p< 0.01, and ***p< 0.001.

Network Brain region

Delta Theta Alpha Beta Gamma

F value p value F value p value F value p value F value p value F value p value

Intra region Frontal 1.8351 0.1706 2.4082 0.0873 0.5405 0.6200 3.5619 0.0258* 3.1399 0.0491*

Central 2.1954 0.1182 1.8657 0.1613 3.2316 0.0337* 0.7381 0.5099 1.3610 0.2700

Left 2.0350 0.1508 1.3258 0.2774 1.8056 0.1750 1.2951 0.2875 0.4055 0.7314

Right 2.5975 0.0748 2.5061 0.0917 0.1125 0.9384 1.2511 0.3012 2.4721 0.0958

Posterior 5.5882 0.0069** 0.4997 0.6436 1.8765 0.1654 3.1468 0.0538 1.2329 0.3070

Inter-regions Frontal-central 3.4208 0.0405* 0.9607 0.4111 0.4652 0.6864 0.7956 0.4801 1.2074 0.3126

Frontal-left 2.6020 0.0827 2.6879 0.0804 3.1202 0.0528 2.1619 0.1096 0.3979 0.7061

Frontal-right 0.9013 0.4355 1.9629 0.1372 0.8947 0.4468 3.5803 0.0305* 2.3524 0.1049

Frontal-posterior 5.0709 0.0074** 1.3705 0.2651 3.5934 0.0292* 3.2619 0.0500* 0.5707 0.6266

Central-left 4.6858 0.0069** 0.2654 0.8130 3.2111 0.0459* 3.3513 0.0355* 1.9400 0.1448

Central-right 0.4052 0.7202 0.4723 0.6633 0.5715 0.6171 1.6155 0.2002 0.0631 0.9515

Central-posterior 4.2271 0.0145* 2.6781 0.0639 0.6858 0.5252 0.2859 0.7916 0.8682 0.4485

Left-Right 0.4481 0.6752 0.7961 0.4937 2.0088 0.1393 5.3675 0.0036** 3.8879 0.0201*

Left-posterior 0.4409 0.6693 0.8021 0.4409 1.3867 0.2639 3.5798 0.0318* 1.4203 0.2528

Right-posterior 0.3139 0.7562 2.5794 0.0706 1.1463 0.3355 6.4582 0.0037** 6.1226 0.0019**

TABLE VII. Significant results of the post hoc multiple pairwise statistical comparison. The "/# indicates that the column condition had a higher/lower

value than the compared condition.

Frequency band Brain regions Compared condition RTN FPW FMW TSW

Delta Posterior RTN — #, p¼ 0.001 #, p¼ 0.004 #, p< 0.001

Frontal-central RTN — #, p¼ 0.004 — #, p¼ 0.019

Frontal-posterior RTN — #, p< 0.001 #, p¼ 0.006 —

Central-left RTN — #, p< 0.001 #, p¼ 0.023 #, p¼ 0.005

Central-posterior RTN — #, p¼ 0.001 #, p¼ 0.015 #, p¼ 0.025

Alpha Central TSW #, p¼ 0.025 #, p¼ 0.007 #, p¼ 0.020 —

Frontal-posterior TSW #, p¼ 0.012 #, p¼ 0.008 #, p¼ 0.010 —

Central-Left FMW ", p¼ 0.006 ", p¼ 0.038 — —

Beta Frontal FPW #, p¼ 0.004 — #, p¼ 0.031 #, p¼ 0.017

Frontal-right FPW #, p¼ 0.006 — — —

FMW — #, p¼ 0.035 — —

TSW — #, p¼ 0.008 — —

Frontal-posterior FMW — #, p¼ 0.003 — —

Central-left TSW #, p¼ 0.031 #, p¼ 0.005 — —

Left-right FMW #, p¼ 0.005 #, p¼ 0.002 — —

TSW #, p¼ 0.018 #, p¼ 0.010 — —

Left-posterior FMW #, p¼ 0.015 #, p¼ 0.041 — —

TSW #, p¼ 0.016 #, p¼ 0.043 — —

Right-posterior FMW #, p¼ 0.024 #, p¼ 0.001 — —

TSW #, p¼ 0.007 #, p¼ 0.002 — —

Gamma Frontal RTN — ", p¼ 0.004 — —

Left-right RTN — ", p¼ 0.046 ", p¼ 0.004 ", p¼ 0.005

Right-posterior RTN — ", p¼ 0.003 ", p¼ 0.015 ", p< 0.001
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about the cognitive processes of spatial sound on noise

masking was limited. The analysis of the functional connec-

tivity of EEG across different frequency bands was used for

revealing the interactions between different brain networks

while there was some evidence suggesting that these con-

nections supported attention control and auditory processing

functions in the speech field.22,60,61

EEG oscillation studies suggested low-frequency phase

synchronization, including delta and theta frequency bands,

increases between the frontal and parietal regions in tasks

requiring attentional orientation.62–64 Functional imaging stud-

ies found that the posterior medial frontal cortex (pMFC) and

lateral prefrontal cortex (LPFC) transmit excitatory or inhibi-

tory signals to regions involved in information selection

through theta-band phase synchronization.65,66 Meanwhile,

delta-band activity reflected fronto-parietal sensorimotor pro-

cesses elicited by the detection of the sensory target.67 The evi-

dence explains that the activation of information selection

networks was more evident in the RTN condition than masking

conditions, which was illustrated by the stronger connectivity

within the delta band of RTN than those of TSW, FPW, and

FMW across most intra-regions and inter-regions. The research

of T�oth et al. suggested strong connectivity in fronto-parietal

networks in the alpha band associated with selective attention

when listeners were instructed to listen to one as opposed to

two audio streams,22 and gamma oscillation over the sensory

cortices is supported for enhanced attention to the sensory

events in the visual68 and auditory domains.69,70 In our results,

the connectivity networks of the alpha and beta bands showed

that TSW was the highest activated condition in the focused

attention network and FMW was the second, which indicated

that water sound with a more solid spatial setting could

enhance sustained attention, and then induce better masking

effects.

In a previous work, Szal�ardy et al. found that noise

masking was related to the EEG connectivity of the alpha
band to energetic masking, especially in frontal-temporal

regions, and the connectivity of the beta band was related to

informational masking.23 The differences of brain networks

for energetic and informational masking were also explained

for speech perception through a functional magnetic reso-

nance imaging study.71 The results showed a network of

activation in the bilateral temporal lobes, prefrontal cortex,

and parietal lobes, which were commonly activated across

all of the masking conditions. Meanwhile, informational

masking additionally activated clusters of activity in the

bilateral superior temporal gyrus and right primary auditory

cortex. The obvious higher activation of the connectivity

networks across intra- and inter-regions in the beta band in

the FMW compared to FPW condition were likely to sup-

port the results of Szal�ardy’s work23 as the moving informa-

tion was the only difference between the FMW and FPW

conditions. However, further study still needed to clarify the

relationship between brain oscillation connectivity and

energetic/informational masking.

V. CONCLUSION

Traffic noise is treated as a health threat for citizens in

urban cities. Environmental designers and managers are

FIG. 7. (Color online) The connectivity matrices of five brain regions for each frequency band between four conditions.
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striving for noise absorption and abatement. The introduc-

tion of wanted sounds, such as water sound, has been proven

effective in mitigating traffic noise. Our study used three

different water-sound sequences and one control condition

with only traffic noise to investigate the role of spatializa-

tion of water-sound sequences on traffic noise masking. The

sequences included a frontal fixed-position water sound, a

TSW sound, and a FMW, which was played back within a

spatial audio system in our Sens i-Lab. The portable EEG

device recorded the neural responses of 20 participants in

the experiment laboratory during the spatial sound playback

time. The mental effects and attention process related to

informational masking were assessed by the analysis of the

EEG spectral power distribution and sensor-level functional

connectivity along with subjective assessments. The

changes in the relative power of the alpha band and the ratio

of the alpha-beta band among four conditions showed an

increased relaxation state triggered by the introduction of

water sounds. Different spatial settings of water-sound

sequences, especially the two-position switching setting,

induced more attentional network activations related to the

information masking process for noise mitigation along with

more positive subjective effects.
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